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#### Abstract

In a recent work [1], we have introduced a probabilistic formulation for the model validation problem to provide a unifying framework for (in)validating nonlinear deterministic and stochastic models, in both discrete and continuous time. As an extension to that work, this paper provides rigorous performance bounds for the model validation algorithms presented in [1]. Further, it is shown that the existing method of barrier certificate based nonlinear invalidation oracle, can be recovered as a special case of the proposed formulation. Some results are derived to quantify the effects of initial uncertainty on the Wasserstein gap. And finally, for discrete-time LTI and LTV systems, upper bounds on Wasserstein distance are derived in terms of the parameters of the systems under comparison, thus providing an offline estimate of the gap.


## I. Introduction

Recently, a probabilistic formulation of the model validation problem was proposed in [1] for nonlinear systems from the perspective of Monge-Kantorovich optimal transport [2][4]. Instead of binary invalidation oracle, this framework allows a relaxed notion of validation in probability. As the block diagram in Fig. 1 shows, in this formulation, the systems under comparison are excited with a known input signal $u(t)$, and an initial probability density function (PDF) $\xi_{0}(\widetilde{x})$, supported over the extended state space $\widetilde{x}:=\{x, p\}^{T}$, where the states $x \in \mathbb{R}^{n_{s}}$, and the parameters $p \in \mathbb{R}^{n_{p}}$. Given the PDF $\eta(y(t))$ supported over the true output space $y \in \mathbb{R}^{n_{o}}$, and a candidate model, we compute ${ }^{1}$ and then compare the model predicted output PDF $\widehat{\eta}(\widehat{y}(t))$, with $\eta(y(t))$ at each instances of measurement availability $\left\{t_{j}\right\}_{j=1}^{\tau}$. In [1], it was argued that the suitable metric for such comparison is $L_{2}$ Wasserstein distance of order two, denoted by ${ }_{2} W_{2}$, and computational method for the same was provided therein, for comparing two general nonlinear non-Gaussian systems. The end result is a gap trajectory ${ }_{2} W_{2}(t)$, which should remain within the user-specified tolerance levels $\left\{\gamma_{j}\right\}_{j=1}^{\tau}$ for validation. Due to finite sample computation, a probabilistic robust validation certificate is computed to guarantee the accuracy of the validation/invalidation oracle.

The main merit of this approach is its flexibility to handle both deterministic and stochastic dynamics, in both discrete and continuous time, without making any assumption about the structure of the nonlinearity (e.g. semi-algebraic) or about the uncertainty (e.g. interval-valued structured uncertainty as in robust control based methods [9]-[11], or set-valued uncertainty as in Barrier certificate method [12]). Also,
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Fig. 1. Block diagram for the probabilistic model validation formulation.
the nature (structured or unstructured) and sources (initial condition, parameters, model error) of uncertainties can be heterogeneous. Since all these could be tackled in a unifying non-parametric framework, it motivates us to take a rigorous look at the sample and storage complexity of the Wasserstein computation for practical applicability. Further, from [1] it was not clear how the proposed formulation relates with existing nonlinear validation methods like [12]. Moreover, given a model dynamics, it remains to quantify how the initial PDF affects ${ }_{2} W_{2}$. And lastly, given a model pair, it might be of interest to see if one could upper bound ${ }_{2} W_{2}$ for simple dynamics like discrete-time linear systems, in terms of the parameters of the systems under comparison, as that would enable an offline estimate of the gap. These are the questions we set to answer in this paper.

The contributions of this paper, beyond the prior work [1] are as follows.

1) We provide sample and storage complexity results for computing ${ }_{2} W_{2}$ at each instance of measurement availability $\left\{t_{j}\right\}_{j=1}^{\tau}$.
2) Using an example from [12], we show that our formulation indeed recovers the invalidation oracles predicted by barrier certificate approach. Notice that, unlike barrier certificates, the computation in the proposed formulation does not suffer from any conservatism when the nonlinearity is not semialgebraic.
3) We provide a framework to characterize the effect of initial uncertainty on the Wasserstein gap for scalar dynamics, and show in particular, that for scalar linear systems, given a set of admissible initial PDFs, the initial PDF that maximizes Wasserstein gap (at all times), is the one with maximum second raw moment. All higher order moments have no effect on Wasserstein gap.
4) For discrete-time linear Gaussian systems, we derive
upper bounds for ${ }_{2} W_{2}(k), k \in \mathbb{N} \cup\{0\}$, in terms of system parameters.
The paper is structured as follows. Section 2 provides a short background on Wasserstein distance. The sample complexity and storage complexity results for Wasserstein based comparison of output PDFs, are derived in Section 3. Section 4 is intended to show that the results of existing nonlinear invalidation methods like barrier certificate-based deductive inference, can be recovered in this probabilistic setting. In Section 5, we derive some preliminary results on how the initial PDF can affect the Wasserstein gap depending on the structure of the dynamics. Section 6 provides upper bounds for Wasserstein distance in discrete-time linear model validation setting for both LTI and LTV models; and Section 7 concludes the paper.

Notation: Most notations are standard. $\|.\|_{F}$ denotes the matrix Frobenius norm while $\|.\|_{p}$ stands for the standard $L_{p}$ norm. By $\operatorname{tr}($.$) , and \lambda_{\max }($.$) , we denote trace and max-$ imum eigenvalue, respectively. The symbol vol (.) denotes Lebesgue volume.

## II. Background on Wasserstein Distance

Let $M_{1}$ and $M_{2}$ be complete, separable metric (Polish) spaces equipped with $p^{\text {th }}$ order distance metric, say the $L^{p}$ norm. Then the Wasserstein distance of order $q$, denoted as ${ }_{p} W_{q}$, between two probability measures $\mu_{1}$ and $\mu_{2}$, supported on $M_{1}$ and $M_{2}$, is defined as
${ }_{p} W_{q}\left(\mu_{1}, \mu_{2}\right):=\left[\inf _{\mu \in \mathcal{M}\left(\mu_{1}, \mu_{2}\right)} \int_{M_{1} \times M_{2}}\|x-y\|_{p}^{q} d \mu(x, y)\right]^{1 / q}$,
where $\mathcal{M}\left(\mu_{1}, \mu_{2}\right)$ is the set of all probability measures on $M_{1} \times M_{2}$ with first marginal $\mu_{1}$ and second marginal $\mu_{2}$. It's well known [13] that on the set of Borel measures on $\mathbb{R}^{d}$ having finite second moments, ${ }_{p} W_{q}$ defines a metric. If the measures $\mu_{1}$ and $\mu_{2}$ are absolutely continuous w.r.t. the Lebesgue measure, with densities $\rho_{1}$ and $\rho_{2}$, then we can write $\mathcal{M}\left(\rho_{1}, \rho_{2}\right)$ for the set $\mathcal{M}\left(\mu_{1}, \mu_{2}\right)$, and accordingly ${ }_{p} W_{q}\left(\rho_{1}, \rho_{2}\right)$ in lieu of ${ }_{p} W_{q}\left(\mu_{1}, \mu_{2}\right)$. This is assumed to hold for all subsequent analysis.

The Wasserstein metric is an integral notion of distance, as opposed to a pointwise notion (e.g. Hellinger distance, Kullback-Leibler (KL) divergence etc.), on the manifold of probability densities. This makes Wasserstein distance a good candidate for model validation, since the supports of the PDFs under consideration, evolving under two different dynamics, are often not identical. However, computation of Wasserstein metric is not straightforward. For real line, a closed form solution exists [14] in terms of the cumulative distribution functions (CDFs) of the test PDFs. Let $F$ and $G$ be the corresponding CDFs of the univariate PDFs $\rho_{1}$ and $\rho_{2}$ respectively. Then

$$
\begin{equation*}
{ }_{p} W_{q}^{q}\left(\rho_{1}, \rho_{2}\right)=\int_{0}^{1}\left\|F^{-1}(\varsigma)-G^{-1}(\varsigma)\right\|_{p}^{q} d \varsigma \tag{1}
\end{equation*}
$$

For multivariate case, in general, one has to compute ${ }_{p} W_{q}$ from its definition, which can be cast as a linear program (LP) in $m n$ variables with $(m+n+m n)$ constraints, where
the respective PDFs have $m$ and $n$-sample representations. This was detailed in [1], with $p=q=2$. The choice $p=2$ is due to the fact that we measure inter-sample distance in Euclidean metric. The choice $q=2$ will be motivated in the following section.

## III. Computational Complexity of Comparing Output PDFs in Wasserstein Distance

## A. Sample Complexity

For a desired accuracy of Wasserstein distance computation, we want to specify the bounds for number of samples, say $m=n$, for a given initial PDF. Since the finite sample estimate of Wasserstein distance is a random variable, we need to answer how large should $n$ be, in order to guarantee that the empirical estimate of Wasserstein distance obtained by solving the LP with $m=n$, is close to the true deterministic value of Wasserstein distance in probability. In other words, given $\epsilon, \delta \in(0,1)$, we want to estimate a lower bound of $m=n$ as a function of $\epsilon$ and $\delta$, such that

$$
\begin{aligned}
\mathbb{P}\left(\mid{ }_{2} W_{2}\left(\eta_{m}^{j}(y), \widehat{\eta}_{n}^{j}(\widehat{y})\right)\right. & \left.-{ }_{2} W_{2}\left(\eta^{j}(y), \widehat{\eta}^{j}(\widehat{y})\right) \mid<\epsilon\right) \\
& >1-\delta, \quad \forall j=1,2, \ldots, \tau .
\end{aligned}
$$

Similar consistency and sample complexity results are available in the literature (see Corollary 9(i) and Corollary 12(i) in [15]) for Wasserstein distance of order $q=1$. From Hölder's inequality, $W_{q_{2}}>W_{q_{1}}$ for $q_{2}>q_{1}$, and hence that sample complexity bound, in general, does not hold for $q=2$.

To proceed, we need the following results.
Lemma 1: If $X, Y, Z$ are non-negative random variables such that $Y$ and $Z$ are independent, and $X \leqslant Y+Z$, then for $\epsilon>0$, we have
$\mathbb{P}(X>\epsilon) \leqslant \mathbb{P}(Y+Z>\epsilon) \leqslant \mathbb{P}\left(Y>\frac{\epsilon}{2}\right)+\mathbb{P}\left(Z>\frac{\epsilon}{2}\right)$.
Definition 1: (Transportation cost inequality) A probability measure $\mu$ is said to satisfy the $L^{p}$-transportation cost inequality (TCI) of order $q$, if there exists some constant $C>0$ such that for any probability measure $\nu,{ }_{p} W_{q}(\mu, \nu) \leqslant$ $\sqrt{2 C D_{K L}(\nu, \mu)}$, where $D_{K L}$ denotes the KL divergence. In short, we write $\mu \in T_{q}(C)$.
We will need TCI results independent of dimensions. It was observed that [16], $T_{1}$ is not well adapted for dimension free bounds but $T_{2}$ is. Also, [17] have demonstrated that uncertainty evolution can be seen as a gradient flux of free energy with respect to the Wasserstein metric of order 2. For these reasons, we choose $q=2$.

Theorem 1: (Rate-of-convergence of empirical measure in Wasserstein metric)(Thm. 5.3, [18]) For a probability measure $\rho \in T_{q}(\mathscr{C}), 1 \leqslant q \leqslant 2$, and its $n$-sample estimate $\rho_{n}$, we have

$$
\begin{equation*}
\mathbb{P}\left({ }_{p} W_{q}\left(\rho, \rho_{n}\right)>\theta\right) \leqslant K_{\theta} \exp \left(-\frac{n \theta^{2}}{8 \mathscr{C}}\right), \tag{2}
\end{equation*}
$$

where $\theta>0$, and the constant $K_{\theta}$ is obtained by solving the optimization problem $\log K_{\theta}:=$ $\frac{1}{\mathscr{C}} \inf _{\mu} \operatorname{card}(\operatorname{supp} \mu)(\operatorname{diam}(\operatorname{supp} \mu))^{2}$. The optimization takes place over all probability measures $\mu$ of finite support, such that ${ }_{p} W_{q}(\rho, \mu) \leqslant \theta / 4$.

We now make few notational simplifications. In this subsection, we denote $\eta^{j}(y)$ and $\widehat{\eta}^{j}(y)$ by $\eta$ and $\widehat{\eta}$, and their finite sample representations by $\eta_{m}$ and $\widehat{\eta}_{n}$, respectively. Then we have the following result.

Theorem 2: (Rate-of-convergence of empirical Wasserstein estimate) For true densities $\eta$ and $\widehat{\eta}$, let corresponding empirical densities be $\eta_{m}$ and $\widehat{\eta}_{n}$, evaluated at respective uniform sampling of cardinality $m$ and $n$. Let $\mathscr{C}_{1}, \mathscr{C}_{2}$, be the TCI constants for $\eta$ and $\widehat{\eta}$, respectively and fix $\epsilon>0$. Then

$$
\begin{align*}
& \mathbb{P}\left(\left|{ }_{2} W_{2}\left(\eta_{m}, \widehat{\eta}_{n}\right)-{ }_{2} W_{2}(\eta, \widehat{\eta})\right|>\epsilon\right) \\
\leqslant & K_{1} \exp \left(-\frac{m \epsilon^{2}}{32 \mathscr{C}_{1}}\right)+K_{2} \exp \left(-\frac{n \epsilon^{2}}{32 \mathscr{C}_{2}}\right) \tag{3}
\end{align*}
$$

Remark 1: At a fixed time, $K_{1}, K_{2}, \mathscr{C}_{1}$ and $\mathscr{C}_{2}$ are constants in a given model validation problem, i.e. for a given pair of experimental data and proposed model. However, values of these constants depend on true and model dynamics. In particular, the TCI constants $\mathscr{C}_{1}$ and $\mathscr{C}_{2}$ depend on the dynamics via respective PDF evolution operators. The constants $K_{1}$ and $K_{2}$ depend on $\eta$ and $\hat{\eta}$, which in turn depend on the dynamics. For pedagogical purpose, we next illustrate the simplifying case $K_{1}=K_{2}=K$, $\mathscr{C}_{1}=\mathscr{C}_{2}=\mathscr{C}$, to compare the nature of the bound in (3) vis-a-vis with Lemma 1 in [1].

Corollary 3: (Sample complexity for empirical Wasserstein estimate) For desired accuracy $\epsilon \in(0,1)$, and confidence $1-\delta, \delta \in(0,1)$, the sample complexity $m=n=$ $N_{\text {wass }}$, for finite sample Wasserstein computation is given by

$$
\begin{equation*}
N_{\mathrm{wass}}=\left(\frac{32 \mathscr{C}}{\epsilon^{2}}\right) \log \left(\frac{2 K}{\delta}\right) \tag{4}
\end{equation*}
$$

## B. Storage complexity

For $m=n$, the constraint matrix for the LP described in [1], is a binary matrix of size $2 n \times n^{2}$, whose each row has $n$ ones. Consequently, there are total $2 n^{2}$ ones in the constraint matrix and the remaining $2 n^{2}(n-1)$ elements are zero. Hence at any fixed time, the sparse representation of the constraint matrix needs \# non-zero elements $\times 3=6 n^{2}$ storage. The probability mass function (PMF) vectors are, in general, fully populated. In addition, we need to store the model and true sample coordinates, each of them being a $n_{o}$-tuple. Hence at any fixed time, constructing cost matrix requires storing $2 n_{o} n$ values. Thus total storage complexity at any given snapshot, is $2 n\left(3 n+n_{o}+1\right)=O\left(n^{2}\right)$, assuming $n>n_{o}$. However, if the sparsity of constraint matrix is not exploited by the solver, then storage complexity rises to $2 n\left(n^{2}+n_{o}+1\right)=O\left(n^{3}\right)$. For example, if we take $n=1000$ samples and use IEEE 754 double precision arithmetic, then solving the LP at each time requires either megabytes or gigabytes of storage, depending on whether or not sparse representation is utilized by the LP solver. We have used MOSEK ${ }^{2}$ as the LP solver.
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Fig. 2. This plot illustrates how Prajna's barrier certificate-based invalidation result (shown for Example 1), can be recovered in our probabilistic model validation framework. To show $\widetilde{\mathcal{X}}_{T}$ (red rectangle) is not reachable from the set $\widetilde{\mathcal{X}}_{0}$ (blue rectangle) in time $T=4$, we sample $\widetilde{\mathcal{X}}_{0}$ uniformly and propagate that uniform ensemble subject to the given dynamics till $T=4$. The samples are color coded (red = high probability, blue $=$ low probability) according to the value of the joint PDF at that location. Here, the model is invalidated since the support of the joint PDF at final time and the set $\widetilde{\mathcal{X}}_{T}$ are disjoint.

## IV. Comparison with Barrier Certificate Method

Barrier certificates were introduced by Prajna [12] as a tool for deductive inference based model invalidation. The method is attractive for two reasons. First, it is a nonsimulation based invalidation method. If a barrier function, with some desired properties, can be constructed, then the model is invalidated and the existence of such function provides a proof/certificate for the invalidation oracle. Secondly, the applicability of this method has been shown to a broad class of dynamical systems. Naturally, we want to investigate how the present method relates with barrier certificate-based invalidation.

Given the initial probability density and final time, we can write the density at the final time using transfer operator that depends on the prescribed model dynamics. Given initial and final measurements as sets, we can transcribe them to uniform densities supported on those sets. These two uniform densities would then constitute a pair, which must satisfy the transfer operator equation. If not, then the model is invalidated. This probabilistic method is illustrated below through an example.

Example 1: Consider the nonlinear model validation problem Example 4 in [12], where the model is $\dot{x}=-p x^{3}$, with parameter $p \in \mathcal{P}=[0.5,2]$. The measurement data are $\mathcal{X}_{0}=[0.85,0.95]$ at $t=0$, and $\mathcal{X}_{T}=[0.55,0.65]$ at $t=$ $T=4$. A barrier certificate of the form $B(x, t)=B_{1}(x)+$ $t B_{2}(x)$ was found through sum-of-squares optimization [20] where $B_{1}(x)=8.35 x+10.40 x^{2}-21.50 x^{3}+9.86 x^{4}$, and $B_{2}(x)=-1.78+6.58 x-4.12 x^{2}-1.19 x^{3}+1.54 x^{4}$. The model was thereby invalidated by the existence of such certificate, i.e. the model $\dot{x}=-p x^{3}$, with parameter $p \in \mathcal{P}$ was shown to be inconsistent with measurements $\left\{\mathcal{X}_{0}, \mathcal{X}_{T}, T\right\}$.

To tackle this problem in our model validation framework,
consider the spatio-temporal evolution of the joint PDF $\xi(x, p, t)$ over the extended state space $\widetilde{x}=\left[\begin{array}{ll}x & p\end{array}\right]^{T}$, with initial support $\widetilde{\mathcal{X}}_{0}:=\mathcal{X}_{0} \times \mathcal{P}$. Method-of-characteristics implementation of the Liouville equation [5] yields
$\xi(x, p, t)=\xi_{0}\left(x_{0}, p\right) \exp \left(-\int_{0}^{t} \operatorname{div}(\widetilde{f}(x(\tau), \tau)) d \tau\right)$.
For the model dynamics $\dot{x}=-p x^{3}$, we have $\operatorname{div}(\tilde{f}(x(\tau)))=-3 p(x(\tau))^{2}$ and $\frac{1}{x^{2}}=\frac{1}{x_{0}^{2}}+2 p t$.
Consequently, (5) results

$$
\begin{aligned}
\xi(x, p, t) & =\xi_{0}\left(x_{0}, p\right)\left(1+2 x_{0}^{2} p t\right)^{3 / 2} \\
& =\frac{1}{\left(1-2 x^{2} p t\right)^{3 / 2}} \xi_{0}\left( \pm \frac{x}{\sqrt{1-2 x^{2} p t}}, p\right)(.6)
\end{aligned}
$$

In particular, for $\xi_{0}\left(x_{0}, p\right) \sim \mathcal{U}\left(x_{0}, p\right)=\frac{1}{\operatorname{vol}\left(\widetilde{\mathcal{X}}_{0}\right)}$,
$\xi_{T}\left(x_{T}, p, T\right) \sim \mathcal{U}\left(x_{T}, p\right)=\frac{1}{\operatorname{vol}\left(\widetilde{\mathcal{X}}_{T}\right)}$ and $T=4$, (6) requires us to satisfy

$$
\begin{equation*}
\left(1-8 x_{T}^{2} p\right)=\left(\frac{\operatorname{vol}\left(\widetilde{X}_{T}\right)}{\operatorname{vol}\left(\widetilde{X}_{0}\right)}\right)^{2 / 3}>0 \Rightarrow 1>8 x_{T}^{2} p \tag{7}
\end{equation*}
$$

Since $8 x_{T}^{2} p$ is an increasing function in both $x_{T} \in \mathcal{X}_{T}$ and $p \in \mathcal{P}$, we need at least $1>8\left(x_{T}\right)_{\text {min }}^{2} p_{\text {min }}=8 \times$ $(0.55)^{2} \times 0.5=1.21$, which is incorrect. Thus the PDF $\xi_{T}\left(x_{T}, p, T\right) \sim \mathcal{U}\left(x_{T}, p\right)$ is not finite-time reachable (Fig. 2) from $\xi_{0}\left(x_{0}, p\right) \sim \mathcal{U}\left(x_{0}, p\right)$ for $T=4$, via the proposed model dynamics. Hence our measure-theoretic formulation recovers Prajna's invalidation result [12] as a special case. Instead of binary validation/invalidation oracle, we can now measure the degree of validation by computing the Wasserstein distance

$$
{ }_{2} W_{2}\left(\frac{1}{\left(1-2 x_{T}^{2} p T\right)^{3 / 2}} \frac{1}{\operatorname{vol}\left(\widetilde{\mathcal{X}}_{0}\right)}, \frac{1}{\operatorname{vol}\left(\widetilde{\mathcal{X}}_{T}\right)}\right)
$$

between the model predicted and experimentally measured joint PDFs. More importantly, it dispenses off the conservatism in barrier certificate based model validation by showing that the goodness of a model depends on the measures over same supports $\widetilde{\mathcal{X}}_{0}$ and $\widetilde{\mathcal{X}}_{T}$. Indeed, given a joint PDF $\xi\left(x_{T}, p, T\right)$ supported over $\widetilde{\mathcal{X}}_{T}$ at $T=4$, from (6) we can explicitly compute the initial $\operatorname{PDF} \xi_{0}\left(x_{0}, p\right)$ supported over $\widetilde{\mathcal{X}}_{0}$ that, under the proposed model dynamics, yields the prescribed PDF, i.e.

$$
\begin{equation*}
\xi_{0}\left(x_{0}, p\right)=\frac{1}{\left(1+8 x_{0}^{2} p\right)^{3 / 2}} \xi\left( \pm \frac{x_{0}}{\sqrt{1+8 x_{0}^{2} p}}, p, 4\right) \tag{8}
\end{equation*}
$$

In other words, if the measurements find the initial density given by (8) and final density $\xi\left(x_{T}, p, T\right)$ at $T=4$, then the Wasserstein distance at $T=4$ will be zero, thereby perfectly validating the model.

## V. Effect of Initial Uncertainty on ${ }_{2} W_{2}$

The inference for probabilistic model validation depends on the initial PDF $\xi_{0}\left(x_{0}\right)$. To account robust inference in presence of initial PDF uncertainty, a notion of probabilistically robust validation certificate (PRVC) was introduced in [1]. However, it does not resolve the sensitivity of the gap on the choice of initial PDF. This issue is important, for example, in model discrimination, where one looks for an initial PDF that maximizes the gap between two models, which seem to exhibit similar performance. The notion is similar to optimal input design for system identification. In particular, we show that for linear dynamics, the gap is oblivious beyond the first two moments. We restrict ourselves to scalar dynamics for this analysis.

## A. Tools for Analysis

The main machinery for univariate analysis is the quantile function $Q_{y}(\varsigma)$ of the output process, defined as the inverse of the CDF for $y$. Here $\varsigma \in[0,1]$ denotes probability mass. (1) enables us to write squared Wasserstein distance as the integral of the squared difference of the respective output quantile functions. Further, instead of propagating densities and then transforming them back to quantiles, it would be convenient to directly work with the quantile Fokker-Planck equation (QFPE) [22], given by
$\partial_{t} Q=f(Q, t)-\frac{1}{2} \partial_{Q}(g(Q, t))^{2}+\frac{1}{2}(g(Q, t))^{2} \frac{\partial_{\varsigma \varsigma} Q}{\left(\partial_{\varsigma} Q\right)^{2}}$
associated with scalar dynamics $d x(t)=f(x) d t+g(x) d \beta$, where $\beta$ is the standard Wiener process. Moreover, the quantile transformation rule [23] states that for an algebraic map $y=h(x)$, we have

$$
Q_{y}(\varsigma)=\left\{\begin{array}{l}
h \circ Q_{x}(\varsigma) \quad \text { if } h \text { is non-decreasing }  \tag{9}\\
h \circ Q_{x}(1-\varsigma) \quad \text { if } h \text { is non-increasing }
\end{array}\right.
$$

For brevity, we only work out few simple cases to illustrate the idea.

## B. Continuous Time Linear Systems

1) Deterministic dynamics: Let the dynamics of the two systems be

$$
\begin{equation*}
\dot{x_{i}}=a_{i} x, \quad y_{i}=c_{i} x, \quad i=1,2 . \tag{10}
\end{equation*}
$$

Theorem 4: For any initial density $\rho_{0}\left(x_{0}\right)$, the Wasserstein gap between the systems in (10), is given by

$$
\begin{equation*}
{ }_{2} W_{2}(t)=\sqrt{m_{20}}\left|c_{1} e^{a_{1} t}-c_{2} e^{a_{2} t}\right| \tag{11}
\end{equation*}
$$

where $m_{20}=\mu_{0}^{2}+\sigma_{0}^{2}$, is the second raw moment of $\rho_{0}\left(x_{0}\right)$, while $\mu_{0}$ and $\sigma_{0}$ are its mean and standard deviation, respectively.

Proof: For (10), $Q_{y_{i}}=c_{i} Q_{x_{i}}$, and the QFPE reduces to a linear PDE $\partial_{t} Q_{x_{i}}=a_{i} Q_{x_{i}}$, yielding $Q_{x_{i}}(\varsigma, t)=$
$Q_{0}(\varsigma) e^{a_{i} t}$, where $Q_{0}$ is the initial quantile function corresponding to $\rho_{0}$. Thus, we have

$$
\begin{align*}
\left({ }_{2} W_{2}(t)\right)^{2} & =\int_{0}^{1}\left(Q_{y_{1}}(\varsigma, t)-Q_{y_{2}}(\varsigma, t)\right)^{2} d \varsigma \\
& =\left(c_{1} e^{a_{1} t}-c_{2} e^{a_{2} t}\right)^{2} \int_{0}^{1}\left(Q_{0}(\varsigma)\right)^{2} d \tag{.12}
\end{align*}
$$

Since the quantile function maps probability to the sample space, hence $x_{0}=Q_{0}(\varsigma)$, and $d \varsigma=\rho_{0}\left(x_{0}\right) d x_{0}$. Consequently, we can rewrite (12) as

$$
\left({ }_{2} W_{2}(t)\right)^{2}=\left(c_{1} e^{a_{1} t}-c_{2} e^{a_{2} t}\right)^{2} \underbrace{\int_{-\infty}^{\infty} x_{0}^{2} \rho_{0}\left(x_{0}\right) d x_{0}}_{m_{20}}
$$

Taking square root to both sides, we obtain the result. It's straightforward to check that $m_{20}=\mu_{0}^{2}+\sigma_{0}^{2}$, relating the central moments with $m_{20}$.

Remark 2: ( ${ }_{2} W_{2}$ has limited dependence on $\rho_{0}$ ) The above result shows that the Wasserstein gap between scalar linear systems, depends on the initial density up to mean and variance. Any other aspect (skewness, kurtosis etc.) of $\rho_{0}$, even when it's non-Gaussian, has no effect on ${ }_{2} W_{2}(t)$.

Remark 3: (Linear Gaussian systems) For the linear Gaussian case, one can verify (20) without resorting to the QFPE. To see this, notice that if $\rho_{0}\left(x_{0}\right)=\mathcal{N}\left(\mu_{0}, \sigma_{0}^{2}\right)$, then the state PDFs evolve as $\rho_{x_{i}}\left(x_{i}, t\right)=\mathcal{N}\left(\mu_{x_{i}}(t), \sigma_{x_{i}}^{2}(t)\right)$, where $\mu_{x_{i}}(t)$ and $\sigma_{x_{i}}^{2}(t)$ satisfy their respective state and Lyapunov equations, which, in this case, can be solved in closed form. Since $\rho_{y_{i}}\left(y_{i}, t\right)=\mathcal{N}\left(c_{i} \mu_{x_{i}}(t), c_{i}^{2} \sigma_{x_{i}}^{2}(t)\right)$, and ${ }_{2} W_{2}$ between two Gaussian PDFs is known [24] to be $\sqrt{\left(\mu_{y_{1}}-\mu_{y_{2}}\right)^{2}+\left(\sigma_{y_{1}}-\sigma_{y_{2}}\right)^{2}}$, the result follows.

Remark 4: (Affine dynamics) Instead of (10), if the dynamics are given by $\dot{x_{i}}=a_{i} x+b_{i}, y_{i}=c_{i} x+d_{i}, i=1,2$, then by variable substitution, one can derive that $Q_{x_{i}}(\varsigma, t)=$ $Q_{0}(\varsigma) e^{a_{i} t}+\frac{b_{i}}{a_{i}}\left(e^{a_{i} t}-1\right)$. Hence, we get
${ }_{2} W_{2}(t)=\sqrt{(p(t))^{2} m_{20}+2 p(t) q(t) m_{10}+(q(t))^{2}}$,
where $m_{10}=\mu_{0}, p(t):=\left(c_{1} e^{a_{1} t}-c_{2} e^{a_{2} t}\right)$, and $q(t):=$ $\frac{b_{1} c_{1}}{a_{1}}\left(e^{a_{1} t}-1\right)-\frac{b_{2} c_{2}}{a_{2}}\left(e^{a_{2} t}-1\right)+\left(d_{1}-d_{2}\right)$.
2) Stochastic dynamics: Consider two stochastic dynamical systems with linear drift and constant diffusion coefficients, given by

$$
\begin{equation*}
d x_{i}=a_{i} x d t+b_{i} d \beta, \quad y_{i}=c_{i} x, \quad i=1,2 \tag{14}
\end{equation*}
$$

where $\beta$ is the standard Wiener process.
Theorem 5: For any initial density $\rho_{0}\left(x_{0}\right)$, the Wasserstein gap ${ }_{2} W_{2}(t)$ between the systems in (14), is given by
${ }_{2} W_{2}(t)=\sqrt{(p(t))^{2} m_{20}+2 p(t) r(t) s\left(F_{0}\right)+(r(t))^{2}}$,
where $r(t):=\frac{\left|b_{1}\right| c_{1}}{\sqrt{2 a_{1}}} \sqrt{e^{2 a_{1} t}-1}-\frac{\left|b_{2}\right| c_{2}}{\sqrt{2 a_{2}}} \sqrt{e^{2 a_{2} t}-1}$, and $s\left(F_{0}\right):=\sqrt{2} \mathbb{E}\left[x_{0} \operatorname{erf}^{-1}\left(2 F_{0}\left(x_{0}\right)-1\right)\right], F_{0}$ being the CDF of $x_{0}$.

Proof: For systems (14), quantile functions for the states evolve as (p. 102, [22])

$$
Q_{x_{i}}(\varsigma, t)=Q_{0}(\varsigma) e^{a_{i} t}+\left|b_{i}\right| Q_{N}(\varsigma) \sqrt{\frac{e^{2 a_{i} t}-1}{2 a_{i}}}
$$

where $Q_{N}(\varsigma):=\sqrt{2} \operatorname{erf}^{-1}(2 \varsigma-1)$, is the standard normal quantile. Thus, the Wasserstein distance becomes

$$
\begin{align*}
\left({ }_{2} W_{2}(t)\right)^{2} & =\int_{0}^{1}\left(c_{1} Q_{x_{1}}(\varsigma, t)-c_{2} Q_{x_{2}}(\varsigma, t)\right)^{2} d \varsigma \\
& =(p(t))^{2} \int_{0}^{1}\left(Q_{0}(\varsigma)\right)^{2} d \varsigma \\
& +2 p(t) r(t) \int_{0}^{1} Q_{0}(\varsigma) Q_{N}(\varsigma) d \varsigma \\
& +(r(t))^{2} \int_{0}^{1}\left(Q_{N}(\varsigma)\right)^{2} d \varsigma \tag{16}
\end{align*}
$$

Notice that the first and third integrals are $m_{20}$ and 1 , respectively. Since $\varsigma=F_{0}\left(x_{0}\right)$, the second integral reduces to

$$
\begin{array}{r}
\int_{-\infty}^{\infty} x_{0} F_{N}^{-1} \circ F_{0}\left(x_{0}\right) \rho_{0}\left(x_{0}\right) d x_{0} \\
=\sqrt{2} \mathbb{E}\left[x_{0} \operatorname{erf}^{-1}\left(2 F_{0}\left(x_{0}\right)-1\right)\right]=s\left(F_{0}\right) . \tag{17}
\end{array}
$$

This completes the proof.
Remark 5: (Gaussian case) Consider the special case when $\rho_{0}\left(x_{0}\right)=\mathcal{N}\left(\mu_{0}, \sigma_{0}^{2}\right)$. Then $Q_{0}(\varsigma)=\mu_{0}+\sigma_{0} Q_{N}(\varsigma)$, and hence the second integral equals $\sigma_{0}$. Thus, if the initial density is normal, then

$$
\begin{equation*}
{ }_{2} W_{2}(t)=\sqrt{(p(t))^{2} m_{20}+2 p(t) r(t) \sigma_{0}+(r(t))^{2}} \tag{18}
\end{equation*}
$$

a function of $\mu_{0}$ and $\sigma_{0}$, a result which can be verified otherwise by solving the mean and variance propagation equations. Hence in stochastic linear case, ${ }_{2} W_{2}$ depends on the entire initial distribution, unlike its deterministic counterpart.

## C. Discrete Time Linear Systems

1) Deterministic dynamics: Let the dynamics of the two systems be given by the maps

$$
\begin{equation*}
x_{i}^{(k+1)}=a_{i} x_{i}^{(k)}, \quad y_{i}^{(k)}=c_{i} x_{i}^{(k)}, \quad i=1,2 \tag{19}
\end{equation*}
$$

where $k \in \mathbb{N} \cup\{0\}$, denotes the discrete time index.
Theorem 6: For any initial density $\rho_{0}\left(x_{0}\right)$, the Wasserstein gap between the systems in (19), is given by

$$
\begin{equation*}
W(k)=\sqrt{m_{20}}\left|c_{1} a_{1}^{k}-c_{2} a_{2}^{k}\right| \tag{20}
\end{equation*}
$$

Proof: The proof is immediate from linear recursion.

## VI. Upper Bounds for ${ }_{2} W_{2}$ FOR Discrete-time Linear Gaussian Systems

## A. LTI Bound

Theorem 7: Consider two discrete-time LTI systems $x_{k+1}=A x_{k}$, and $\widehat{x}_{k+1}=\widehat{A} \widehat{x}_{k}, k \in \mathbb{N} \cup\{0\}$. Let
the initial PDF $\xi_{0}\left(x_{0}\right)=\mathcal{N}\left(0, P_{0}\right)$. Then, ${ }_{2} W_{2}(k) \leqslant$ $\sqrt{2}\left(\operatorname{tr}\left(P_{0}\right)\right)^{1 / 2}\left\|\widehat{A}^{-k}\right\|_{F} \Omega_{\mathrm{LTI}}(k)$, where
$\Omega_{\mathrm{LTI}}(k):=\left(\left\|A^{k}\right\|_{F}^{2}\left\|\widehat{A}^{-k}\right\|_{F}^{2}\left(\operatorname{tr}\left(P_{0}\right)\right)^{2}-\log \left(\prod_{i=1}^{n_{s}} \frac{\vartheta_{i}^{2 k}}{\widehat{\vartheta}_{i}^{2 k}}\right)-n_{s}\right)^{1 / 2} \Omega_{\mathrm{LTV}}(k):=\left(\left\|A_{k} A_{k-1} \ldots A_{1}\right\|_{F}^{2}\left\|\widehat{A}_{k}^{-1} \widehat{A}_{k-1}^{-1} \ldots \widehat{A}_{1}^{-1}\right\|_{F}^{2}\left(\operatorname{tr}\left(P_{0}\right)\right)^{2}\right.$
where the spectrum for $A$ is $\left\{\vartheta_{i}\right\}_{i=1}^{n_{s}}$, and for $\widehat{A}$ is $\left\{\widehat{\vartheta}_{i}\right\}_{i=1}^{n_{s}}$.
Proof: We know that

$$
\begin{gather*}
\xi_{k}=\mathcal{N}\left(0, A^{k} P_{0} A^{k^{T}}\right)=\mathcal{N}\left(0, P_{k}\right) \\
\widehat{\xi}_{k}=\mathcal{N}\left(0, \widehat{A}^{k} P_{0} \widehat{A}^{k^{T}}\right)=\mathcal{N}\left(0, \widehat{P}_{k}\right) \tag{21}
\end{gather*}
$$

Therefore,

$$
\begin{array}{r}
D_{K L}\left(\xi_{k} \| \widehat{\xi}_{k}\right)=D_{K L}\left(P_{k} \| \widehat{P}_{k}\right) \\
=\operatorname{tr}\left(\widehat{P}_{k}^{-1} P_{k}-I\right)-\log \operatorname{det}\left(\widehat{P}_{k}^{-1} P_{k}\right) . \tag{22}
\end{array}
$$

Now if we assume that the spectrum for $P_{0}$ is $\left\{\rho_{i}\right\}_{i=1}^{n_{s}}$, then from (22), $\operatorname{det}\left(P_{k}\right)=\prod_{i=1}^{n_{s}}\left(\rho_{i} \vartheta_{i}^{2 k}\right) \Rightarrow \log \operatorname{det}\left(\widehat{P}_{k}^{-1} P_{k}\right)=$ $\log \prod_{i=1}^{n_{s}} \frac{\vartheta_{i}^{2 k}}{\widehat{\vartheta}_{i}^{2 k}}$. Thus, $D_{K L}\left(P_{k} \| \widehat{P}_{k}\right)=\operatorname{tr}\left(\widehat{P}_{k}^{-1} P_{k}\right)-$ $\log \prod_{i=1}^{n_{s}} \frac{\vartheta_{i}^{2 k}}{\widehat{\vartheta}_{i}^{2 k}}-n_{s}$.

Now, observe that $\operatorname{tr}\left(\widehat{P}_{k}^{-1} P_{k}\right) \leqslant \operatorname{tr}\left(\widehat{P}_{k}^{-1}\right) \operatorname{tr}\left(P_{k}\right)$, since covariance matrices are symmetric positive semi-definite. However, $\operatorname{tr}\left(P_{k}\right)=\operatorname{tr}\left(A^{k} P_{0} A^{k^{T}}\right)=\operatorname{tr}\left(A^{k^{T}} A^{k} P_{0}\right) \leqslant$ $\operatorname{tr}\left(A^{k^{T}} A^{k}\right) \operatorname{tr}\left(P_{0}\right)=\left\|A^{k}\right\|_{F}^{2} \operatorname{tr}\left(P_{0}\right)$; where we have used the fact that trace of a matrix product is invariant under cyclic permutation of the matrices. Likewise, $\operatorname{tr}\left(\widehat{P}_{k}^{-1}\right) \leqslant$ $\left\|\widehat{A}^{-k}\right\|_{F}^{2} \operatorname{tr}\left(P_{0}\right)$. Combining these results, we get
$D_{K L}\left(P_{k} \| \widehat{P}_{k}\right) \leqslant \underbrace{\left\|A^{k}\right\|_{F}^{2}\left\|\widehat{A}^{-k}\right\|_{F}^{2}\left(\operatorname{tr}\left(P_{0}\right)\right)^{2}-\log \prod_{i=1}^{n_{s}} \frac{\vartheta_{i}^{2 k}}{\widehat{\vartheta}_{i}^{2 k}}-n_{s}}_{\left(\Omega_{\mathrm{LT}}(k)\right)^{2}}$
Now to relate $D_{K L}$ with ${ }_{2} W_{2}$, we invoke the TCI for Gaussian case [21], which states ${ }_{2} W_{2}(k) \leqslant$ $\sqrt{2 \lambda_{\max }\left(\widehat{P}_{k}^{-1}\right) D_{K L}(k)}$. But $\lambda_{\max }\left(\widehat{P}_{k}^{-1}\right) \leqslant \operatorname{tr}\left(\widehat{P}_{k}^{-1}\right) \leqslant$ $\left\|\widehat{A}^{-k}\right\|_{F}^{2} \operatorname{tr}\left(P_{0}\right)$. These two, coupled with TCI, results

$$
\begin{equation*}
{ }_{2} W_{2}(k) \leqslant \sqrt{2}\left(\operatorname{tr}\left(P_{0}\right)\right)^{1 / 2}\left\|\widehat{A}^{-k}\right\|_{F} \Omega_{\mathrm{LTI}}(k) . \tag{23}
\end{equation*}
$$

Corollary 8: (A relaxed bound) Since $\Omega_{\mathrm{LTI}}(k) \leqslant$ $\left\|A^{k}\right\|_{F}\left\|\widehat{A}^{-k}\right\|_{F} \operatorname{tr}\left(P_{0}\right)$, the above Theorem can be relaxed to

$$
\begin{equation*}
{ }_{2} W_{2}(k) \leqslant \sqrt{2}\left(\operatorname{tr}\left(P_{0}\right)\right)^{3 / 2}\left\|\widehat{A}^{-k}\right\|_{F}^{2}\left\|A^{k}\right\|_{F} . \tag{24}
\end{equation*}
$$

## B. LTV Bound

Theorem 9: Consider two discrete-time LTV systems $x_{k+1}=A_{k} x_{k}$, and $\widehat{x}_{k+1}=\widehat{A}_{k} \widehat{x}_{k}, k \in \mathbb{N} \cup\{0\}$. Let
the initial PDF $\xi_{0}\left(x_{0}\right)=\mathcal{N}\left(0, P_{0}\right)$. Then, ${ }_{2} W_{2}(k) \leqslant$ $\sqrt{2}\left(\operatorname{tr}\left(P_{0}\right)\right)^{1 / 2}\left\|\widehat{A}_{k}^{-1} \widehat{A}_{k-1}^{-1} \ldots \widehat{A}_{1}^{-1}\right\|_{F} \Omega_{\mathrm{LTV}}(k)$, where

$$
\left.-\log \left(\prod_{i=1}^{n_{s}} \frac{\left(\vartheta_{1 i} \vartheta_{2 i} \ldots \vartheta_{k i}\right)^{2}}{\left(\widehat{\vartheta}_{1 i} \widehat{\vartheta}_{2 i} \ldots \widehat{\vartheta}_{k i}\right)^{2}}\right)-n_{s}\right)^{1 / 2}
$$

where $\vartheta_{k i}$ and $\widehat{\vartheta}_{k i}$ are the $i^{\text {th }}$ eigenvalues of $A_{k}$ and $\widehat{A}_{k}$, respectively.

Proof: The proof is similar to the LTI case and follows by showing $D_{K L}\left(P_{k} \| \widehat{P}_{k}\right) \leqslant\left(\Omega_{\mathrm{LTV}}(k)\right)^{2}$. We skip the details here.

## VII. Conclusions

As an extension of our earlier work [1], this paper formalizes the probabilistic model validation framework proposed therein. First, to ensure the practical applicability, sample complexity and storage complexity bounds are derived. Secondly, in addition to providing a relaxed notion of validation in probability, it is shown to recover the invalidation oracle from barrier certificate formulation, as a special case. Thirdly, some results on gap sensitivity to the initial uncertainty, are presented. And finally, bounds are derived for the Wasserstein gap in discrete-time linear model validation scenario.

## Appendix

## A. Proof for Lemma 1

(i) Proof of $\mathbb{P}(X>\epsilon) \leqslant \mathbb{P}(Y+Z>\epsilon)$ : Let $A_{1}:=$ $\{\omega: X(\omega)>\epsilon\}$ and $A_{2}:=\{\omega: Y(\omega)+Z(\omega)>\epsilon\}$. If we denote $B_{1}^{\epsilon}:=\{\omega: X(\omega) \leqslant \epsilon\}$ and $B_{2}^{\epsilon}:=\{\omega:$ $Y(\omega)+Z(\omega) \leqslant \epsilon\}$, then

$$
\begin{aligned}
X(\omega) & \leqslant Y(\omega)+Z(\omega)<\epsilon \quad \forall \omega \in \Omega \\
\Rightarrow B_{2}^{\epsilon} & \subseteq B_{1}^{\epsilon} \Rightarrow \mathbb{P}\left(B_{2}^{\epsilon}\right) \leqslant \mathbb{P}\left(B_{1}^{\epsilon}\right) \\
\Rightarrow 1-\mathbb{P}\left(B_{2}^{\epsilon}\right) & \geqslant 1-\mathbb{P}\left(B_{1}^{\epsilon}\right) \Rightarrow \mathbb{P}\left(A_{2}\right) \geqslant \mathbb{P}\left(A_{1}\right)
\end{aligned}
$$

(ii) Proof of $\mathbb{P}(Y+Z>\epsilon) \leqslant \mathbb{P}\left(Y>\frac{\epsilon}{2}\right)+\mathbb{P}\left(Z>\frac{\epsilon}{2}\right)$ : Let $A:=\{\omega: Y(\omega)+Z(\omega)>\epsilon\}, B:=\{\omega: Y(\omega) \leqslant \epsilon / 2\}$, and $C:=\{\omega: Z(\omega) \leqslant \epsilon / 2\}$. Next, we write

$$
\begin{equation*}
\mathbb{P}(A)=\mathbb{P}\left(\left(A \cap B^{c} \cap C^{c}\right) \cup B^{c} \cup C^{c}\right) \tag{25}
\end{equation*}
$$

Taking $\mathcal{E}_{1}:=A \cap B^{c} \cap C^{c}, \mathcal{E}_{2}:=B^{c}, \mathcal{E}_{3}:=C^{c}$, and noting that $\mathbb{P}\left(\mathcal{E}_{1}\right)=\mathbb{P}\left(\mathcal{E}_{1} \cap \mathcal{E}_{2}\right)=\mathbb{P}\left(\mathcal{E}_{3} \cap \mathcal{E}_{1}\right)=\mathbb{P}\left(\mathcal{E}_{1} \cap \mathcal{E}_{2} \cap \mathcal{E}_{3}\right)$, from Boole-Bonferroni inequality (Appendix C , [19]), (25) yields

$$
\begin{aligned}
\mathbb{P}(A)=\mathbb{P}\left(\mathcal{E}_{1} \cup \mathcal{E}_{2} \cup \mathcal{E}_{3}\right) & =\mathbb{P}\left(\mathcal{E}_{2}\right)+\mathbb{P}\left(\mathcal{E}_{3}\right)-\mathbb{P}\left(\mathcal{E}_{2} \cap \mathcal{E}_{3}\right) \\
& \leqslant \mathbb{P}\left(\mathcal{E}_{2}\right)+\mathbb{P}\left(\mathcal{E}_{3}\right)
\end{aligned}
$$

## B. Proof for Theorem 2

The main idea is to use triangle inequality and symmetry of Wasserstein distance to reduce the problem of rate-ofconvergence of empirical ${ }_{2} W_{2}$ to its true value, to the "easier" problem of bounding rate-of-convergence of empirical density to the respective true density, measured in Wasserstein distance. Since Wasserstein distance is a metric, from triangle inequality

$$
\begin{array}{r}
{ }_{2} W_{2}\left(\eta_{m}, \widehat{\eta}_{n}\right) \leqslant{ }_{2} W_{2}\left(\eta_{m}, \eta\right)+{ }_{2} W_{2}\left(\widehat{\eta}_{n}, \eta\right) \\
\leqslant{ }_{2} W_{2}\left(\eta_{m}, \eta\right)+{ }_{2} W_{2}\left(\widehat{\eta}_{n}, \widehat{\eta}\right)+{ }_{2} W_{2}(\eta, \widehat{\eta}) \\
\Rightarrow{ }_{2} W_{2}\left(\eta_{m}, \widehat{\eta}_{n}\right)-{ }_{2} W_{2}(\eta, \widehat{\eta}) \leqslant{ }_{2} W_{2}\left(\eta_{m}, \eta\right)+{ }_{2} W_{2}\left(\widehat{\eta}_{n}, \widehat{\eta}\right) .
\end{array}
$$

Since ${ }_{2} W_{2}\left(\eta_{m}, \widehat{\eta}_{n}\right)$ is a random variable, the LHS of (26) is a random variable, which we denote as $X$. Further, if we denote the random variables ${ }_{2} W_{2}\left(\eta_{m}, \eta\right)$ as $Y$, and ${ }_{2} W_{2}\left(\widehat{\eta}_{n}, \widehat{\eta}\right)$ as $Z$, then (26) can be seen as a probabilistic inequality, i.e. $X(\omega) \leqslant Y(\omega)+Z(\omega) \forall \omega \in \Omega$. It can be noted that $X, Y$ and $Z$ are independent random variables. Further, observe that $Y$ and $Z$ are non-negative but $X$ need not be. However, since (26) holds for all $\omega \in \Omega$, we can relabel $X$ as the absolute value of the LHS of (26). Otherwise, if $X$ is negative, (26) is trivially satisfied. Now we are in a position to invoke Lemma 1.

Combining (26) with Lemma 1, we have

$$
\begin{array}{r}
\mathbb{P}\left(\left|{ }_{2} W_{2}\left(\eta_{m}, \widehat{\eta}_{n}\right)-{ }_{2} W_{2}(\eta, \widehat{\eta})\right|>\epsilon\right) \leqslant \\
\mathbb{P}\left({ }_{2} W_{2}\left(\eta_{m}, \eta\right)>\frac{\epsilon}{2}\right)+\mathbb{P}\left({ }_{2} W_{2}\left(\widehat{\eta}_{n}, \widehat{\eta}\right)>\frac{\epsilon}{2}\right), \tag{27}
\end{array}
$$

where each term in the RHS of (27) can be separately upperbounded using Theorem 1 with $\theta \mapsto \frac{\epsilon}{2}$, i.e.

$$
\begin{align*}
& \mathbb{P}\left({ }_{2} W_{2}\left(\eta_{m}, \eta\right)>\frac{\epsilon}{2}\right) \leqslant K_{1} \exp \left(-\frac{m \epsilon^{2}}{32 \mathscr{C}_{1}}\right) \\
& \mathbb{P}\left({ }_{2} W_{2}\left(\widehat{\eta}_{n}, \widehat{\eta}\right)>\frac{\epsilon}{2}\right) \leqslant K_{2} \exp \left(-\frac{n \epsilon^{2}}{32 \mathscr{C}_{2}}\right) \tag{28}
\end{align*}
$$

Hence the result.
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